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ABSTRACT

A system has been built that selects excerpts from a scanned document for presentation as a summary, without
using character recognition. The method relies on the idea that the most significant sentencesin a document contain
wordsthat are both specific to the document and have arel atively high frequency of occurrencewithinit. Accordingly,
and entirely within the image domain, each page image is deskewed and the text regions of are found and extracted
asaset of textblocks. Blockswith font size near the median for the document are selected and then placed in reading
order. Thetextlinesand words are segmented, and thewords are placed into equival ence classes of similar shape. The
sentences are identified by finding baselinesfor each line of text and analyzing the size and location of the connected
componentsrelative to the baseline. Scores can then be given to each word, depending on its shape and frequency of
occurrence, and to each sentence, depending on the scores for the words in the sentence. Other salient features, such
as textblocksthat have alarge font or are likely to contain an abstract, can also be used to select image partsthat are
likely to be thematically relevant. The method has been applied to avariety of documents, including articles scanned
from magazines and technical journals.

Keywords: image analysis, image segmentation, page segmentation, classification, document image summarization,
image morphology, logical analysis, information retrieval

1 Introduction

A summary is commonly thought of as a concise interpretation of a document, represented by a small number
of sentences. However, a document summary can take other forms. These may be, in various combinations. ex-
tracts, such as sentences or phrases; headings, up to atable of contents; figures; or thumbnails. Taken together, these
components can provide different “summary” views of the document.

Techniquesfor creating computer-generated summaries of textual documents have been developed by a number
of researchers (an overview isgivenin Paice!!). Because of the difficulty inherent in natural language understanding
and generation, most of these techniquesrely on extraction, rather than composition, of phrases and sentences.

Although many documents are available as ascii text, many are available only as paper documents. These paper
documents can be automatically summarized using techniques devel oped for text, if the document isfirst converted



Figure 1: Text image summarization system.

to text using optical character recognition (OCR). However, the speed and accuracy of OCR are critically dependent
on the text image quality, and in all cases require far more processing time than the summarization process.

In contrast to the text-based techni ques devel oped by other researchers,' 67 this paper describestheimage anal -
ysisrequired to create a summary from an imaged document without using OCR. For applicationswhere a fast sum-
mary isrequired, OCR may be bothimpractical and unnecessary. Such applicationsmay includethoseinwhichimage
datais stored digitally, such asfax transmissionsor digital copiers. In these cases, asummary sheet that can be used
for later retrieval of the documents may be desired.

Our approach to summarization is an amalgam of document image analysis and methods of text summarization.
In the former, it uses a relatively simple generic approach to segmentation, combined with novel methods for ex-
tracting higher-level logica elements such as sentences. The primary emphasisin this paper ison theimage analysis
required to composesummaries. Inthelatter, it followswork by othersonascii text, inthat it doesnot rely onlanguage
understanding or generation, and is described in more detail elsewhere.* There are significant differences between
text-based methods and ours. Unlike a system that uses OCR, we do not know the characters composing the words.
Instead , we classify words by shape into word equival ence classes, that are only labelled by an index. In selecting
excerpts from text, it is important to ignore stop words, which are common words that are not content specific. In
text-based systems, these are eliminated by comparing character sequences with pre-defined lists of stop words. By
contrast, we must use other information to identify and eliminate stop words. Both approaches have their own er-
rors: incorrect word identity with OCR; incorrect class assignment using word shape matching. An advantage with
image-based systemsis the fact that scanned images contain useful information not avail able to text-based systems,
such as font size, placement of text, and embedded images.

The overview of our system is shownin Figure 1. The goal isto extract afew short passages, or excerpts, from
an imaged document, based on image information and without using ascii representations of words, for presentation
asa“summary” of the document. Summaries are presently composed from a small number of selected sentences. To
identify a set of summarizing excerpts, the image is segmented to find the text in a galley format, and the location
of each word. Word equivalence classes and higher level logical constructs, such as sentences, are generated. Each
equivalence class has an image representative and a set of instances belonging to the class. Algorithms based on a
statistical characterizations of wordsin adocument, without regard to possible meanings, are then used to determine
the keywords, and, from these, the salient sentences for extraction. Finally, the excerpts can be composed to form
one or more summary images.

It is necessary to perform both geometric layout analysisand logical layout analysis, to extract layout and logical
information from the page images. These image-based operations are performed in thefirst three blocksin Figure 1.
Layout information describes the manner in which specific components of the document, such as blocks of text and
individual words, are spatially organized withintheimage. Logical information assignslabels or tagsto components



of the document.* Thelogical information that is most important for summarizing the document includesidentifica-
tion of text regions, tagging the text regions based on the rel ative size of the predominant font within the text region
compared to that of the entire document, determining the reading order of selected text regions, finding equivalence
classesfor all wordsin selected regions of the document, and locating the sentence and paragraph boundaries.

1.1 Plan of the paper

The organization of the paper is asfollows. We first describe, in Section 2, the image analysisthat is required to
extract text layout information. The process requires a number of steps. The image is deskewed (Section 2.1) and
the method for segmenting textblocksisgivenin Section 2.2. Then in Section 2.3 thefont size is determined for the
predominant font in thedocument, and textblocksare sieved for thisfont size. In Section 2.4, thesetextbl ocksare then
put into reading order, and in Section 2.5 the textblocks are segmented into textlines and words. Then in Section 3
the word shapes are used to place each word into an equivalence class, using an unsupervised classification process.
The detection of sentence boundaries and paragraphsis described in Section 4. At thispoint, all the information has
been extracted directly from the image, and it is used to construct the summary in Section 5. First, in Section 5.1
the stop words are identified and removed from the list of possible keywords. In Section 5.2, criteriafor sel ection of
keywords and thematic summary sentencesis given, and an example sentence summary is shown. A discussion of
some open issuesis given in the concluding Section 6.

2 Segmentation

O’ Gorman and K asturi give a summary of existing approaches to page segmentation.!® Top-down methods typ-
ically use either projection profiles of ON and OFF pixels or horizontal closingsfollowed by connected component
analysis, to identify textblocks and textlines.!®1? Region identification can be aided by statistical analysis of un-
derlying textural components, such as runlength histograms. Many of these approaches fail with noisy images, or
with complicated text layout that is not exclusively composed of rectangular regions. Bottom-up methods identify
groupings, either of pixels by searching for nearest neighborsin different directions,” or of connected components,
for which statistical information on size can be analyzed. Errors made early in aggregation, where two components
were joined that should not have been, can be very difficult to find in later stages.

The outline of our segmentation phaseis given in Fig 2. The method is a top-down/bottom-up hybrid, but the
essence is top-down because identification of components proceeds from coarse to fine: textblocks, then textlines,
and finaly individual words. However, each stage proceedsin a bottom-up fashion, where selected pixelsare joined
to produce the desired image components. The bottom-up segmentation process is a many points guided by size
information extracted from theimage. We make very few a priori assumptions, that are noted as encountered, about
the type of document or about its contents. The layout can be complex, with text, images and graphics composed
amost arbitrarily. The document images are assumed to be binary.

*Thereis some overlap between thesetwo. For example, we can think of aword as having both alogical tag and alayout location (or two
locationsif split across aline break).



Figure 2: Segmenation

2.1 Initial image processing: orientation and skew

We assume that the text in each page of the document has a single predominant orientation, and determine that
orientation using methods described previously.? If no significant orientation isfound, the image probably has very
littletext and can either be analyzed asis, or skipped. After orientation, it isimportant to remove skew in theimage
for three reasons: (1) to simplify the segmentation analysis, (2) to improve baseline finding, and (3) to improve the
word equivalence classes. The skew angle is determined to within about 0.1 degree,? and the image is rotated using
two or three orthogonal shears to remove the skew.

2.2 Textblock segmentation

Thefirst step inidentifying textblocksisto remove al haftonesand other “image” parts. The chosen method has
been previously described,! and consists of three steps: the formation of a seed image containing pixels exclusively
from halftone parts; the formation of amask image covering all image pixelsand with sufficient connectivity to join
any halftone seed with the other pixels covering that halftone region; binary reconstruction (filling) from the seed
into the mask, resulting in a halftone “mask”. Thismask is then used to remove the “image’ parts, leaving text and
line-art.

Next, weidentify the textblocks, taking care not to join textblocksin adjacent text columns. This can be done at
aresolution of about 75 pixels/inch (ppi). We first make a mask of the vertical whitespace, by inverting the image
and opening with alarge vertical structuring element. Thetextblocks are closed, with moderate sized horizontal and
vertical structuring elements, to form a single connected component from each textblock. The whitespace mask is
then subtracted from the result to insure that adjacent text columns are separated, resulting in atextblock mask.

At this stage in processing, some of the connected componentsin the textblock mask do not correspond to actual
textblocks. For example, various line art components will survive, and must be removed. These components are
identified in two ways. Some components, such as horizontal rules, will have a very small height. Others, that can
have originated with more el aborate line graphics, can beidentified as non-text because they do not have the internal
textline structure characteristically found within textblocks. To identify valid textblocks, for each textblock, use a
horizontal morphological closing to join the characters in the underlying image (solidifying any textlines that may
exist), and analyze the statistics of the resulting “textling” components. The key scaling factor is the median (or,
aternatively, the mean) width and height of theresulting “textlines’. If the width-to-height ratio is sufficiently large,
and if the mean textline width is a significant fraction of the region width, then the region is probably a textblock.

These steps are shown pictorialy in Figure 3, starting with the scanned image and ending with identified
textblocks. Not shown are the textblock masks corresponding to the final sieving.



Figure 3:
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Early segmentation. The input image (1) is deskewed (2); a mask (4) is thick-
ened to (5), then filled from the seed (3) to form the halftone mask (6). This
is subtracted from (5), leaving (7), which is dlightly dilated (8). The vertical
whitespace mask (9) is constructed and subtracted froma considerably dilated
version of (8), leaving a proto-textblock mask (10). Theseregions (11) arethen
sieved to remove noise and graphics (12).



2.3 Dominant font size

Our goal isto identify regions, in reading order, of al textblocksthat constitute the main body of text in a docu-
ment, because keywords, key phrases and sentenceswill be extracted from this subset of textblocks. The main body
of text isusualy printed in the samefont, whereas headings and captions may appear in avariety of fonts. Thereare
two reasons why it isimportant to identify the main body of text in a document. First, other text, such as headings
and captions, is often printed in a different font. Asaresult, keywordsin non-dominant fonts will not match those
in the main body, resulting in additional and useless word equivalence classes. Second, and of greater importance,
the presence of blocks of non-dominant text, interspersed on the page with the main font, will cause errorsin reading
order determination, and hence errorsin the identification of sentences.

To minimizetheseerrors, textblocksare classified into two sets; thosewith text whosefont sizeiscloseto theme-
dian sizein the document, and those composed of asignificantly larger or smaller font. The median textlineheight for
each textbl ock was previously found. These medians are used to find the median for the entire document. Textblocks
with amedian height that differs from the median for the document by more than about 12 percent are deemed to be
non-conforming and are segregated. Headers and other important information are typically found in textblockswith
large textline height.

24 Reading order

The conforming textblocks are next analyzed for reading order. Because of inherent layout ambiguities, there is
no known method, based only on layout position, that will always give the correct reading order. The general dif-
ficulty isthat top-to-bottom and left-to-right compete for priority in a complicated and non-standardized way. Nev-
ertheless, the approach described here gives good resultsin most cases. We model the competition both by using a
hierarchical top-to-bottom decomposition and by distinguishing between regionsthat have either horizontal, vertical
or no overlap.

Thetop-to-bottom decomposition is performed by determining the setsof textblocksthat are overlapping in their
vertical coordinates. Thiscan beimplemented usingahorizontal projection profilefor therectangular boundingboxes
of regions that constitute the conforming textblocks. If the profile is considered as a set of vertical runs, the set of
textblocksthat are associated with each run iseasily determined from thisprofile. These setsare strictly ordered from
top to bottom.

The remaining (and more difficult) problem is to determine the reading order of the textblocks within each of
these sets. Consider two textblocks within such a set. These blocks are typically non-intersecting. If they intersect,
we simply choose the block with the highest upper-l€eft corner (or left-most if at the same height) to befirst. Suppose
they do not intersect. Then there are three different possible situations:

¢ Oneisabove the other, with horizontal overlap.
¢ Oneisleft of the other, with vertical overlap.

¢ Thereisneither horizontal nor vertical overlap.

The relative order of any two non-intersecting blocks is found from the above three cases, tested in the order
given: with horizonta overlap, the higher block isfirst; otherwise, with vertical overlap, the block to the left isfirst;



otherwise, with no overlap, choosethe block to the I eft to be first. Because these ordering rules are not transitive, the
ordering of a set of textblocks by pair-wise comparisons will, in general, depend on the sequence of comparisons.
Nevertheless, the arrangement of textblockswithin the setsisusually very simple, the ordering relations are usually
transitive, and consequently, the sequence in which comparisons are made is not important.

25 Textlineand word segmentation

The textlines are located by operations similar to those for finding the size of the font. Separately in each
textblock, and at a resolution of about 150 ppi, use a morphological closing with a horizontal structuring element
that is sufficiently large to connect all parts of each textlineinto asingle connected component. The bounding boxes
of the connected componentsare found. Componentsthat do not correspond to textlinescan be distinguished by size,
and are removed; the remaining bounding boxes correspond to actual textlines.

The words are constructed by splitting the textlines, again by merging pixels from the underlying image. For
accuracy, thisisdonein two steps. A small horizontal closing (a 4-pixel structuring element is best at 150 ppi) will
joinmost of the charactersin each word for text between 6 and 18 pt, but leaves somewordsin larger fonts split. The
second step uses the bounding boxes of these connected components. After sorting them horizontally within each
textline, most of the remaining split words can be joined using a merging operation on the word bounding boxes.
The size of the maximum horizontal gap to be closed is scaled proportional to the height of the textlines. It isadvan-
tageousto do the final merge on the bounding boxes because the merging distance between charactersis often smaller
using bounding boxes than morphologically closing on the bitmap. Even with a bounding box merge, punctuationis
sometimes not connected to neighboring words, and these small components are removed from the list of words.

3 Word equivalence classes

In this section we describe a method for identifying word images that correspond to the same word! without
the use of OCR. All words that are sufficiently similar in shape are placed into an egquivalence class. The matching
parameters must be neither too strict nor too loose. In the former case, instances of the same word will be placed
in different classes, whereas in the latter, different words will placed in the same equivalence class. Fortunately, in
the summarization application, considerable latitude is available for the criterion of similarity. Thisis because (1)
there isawide range of matching parameters over which the identification of word equivalence classesis performed
with few errors and (2) system performance is not seriously degraded by a small number of errors. Performance of
the classifier is significantly degraded by image skew, even of 0.5 degree. It isimportant to minimize image skew,
because classifier performance on multi-page documentsis significantly degraded by skew angles greater than +0.3
degree.

Word matching is done using a modification of either the blur hit-misstransform (BHMT)? or similar transforms
related to the Hausdorff distance.® For the BHMT, the dilated foreground (FG) of the image must contain the FG of
thetemplate, and likewisefor the background (BG). For the Hausdorff, the dilated FG of theimage must contain the
FG of the template and the dilated FG of the template must contain the FG of the image. The modification consists
of relaxing the containment constraint to permit some number of pixel outliers. This generalizes the BHMT to the
rank BHMT. For images that are relatively free of pepper noise, and with some tolerance for pixel outliers, the rank
versions of BHMT and Hausdorff matching are essentially equivalent. For wordsin 6 pt or larger, it is sufficient to

tIn later parts of this paper, we will refer to the class of images that represent the same word as aterm.



work at a resolution of 150 ppi, and we dilate both FG and BG with a square 3 x 3 structuring element (SE), and
allow anumber of pixel outliersthat is a specified fraction, between 2 and 4 percent, of the number of pixelsin the
word image. Only one alignment, where the upper-left corner of the template and image bounding boxes coincide,
istested.

Onedifficulty with thisapproach isthat the optimum parameters are different for matching small and largewords.
Suppose that a fraction of the pixel outliers, relative to the image area, are permitted in order to compensate for im-
age variations and misalignment between images of the same word. If the outlier fraction is made sufficiently large
to avoid splitting classes for short words, then there will be enough outlier pixels allowed for long words to allow
matching of somewaords that may be otherwise well-aligned but differ by one or two characters. Thus, we optimally
should reduce the fraction of outlier pixelsallowed for larger words. Another way to achievethiseffect isto perform
asecond matching, using alarger SE for the blur and a much tighter threshold on the number of outliers. The second
match can be used to prevent matching of images of different larger words, with little effect on matching of small
words. The two matches must both be valid for aword image to be placed in an existing class. We use the notation
(SE1L, FR1; SE2, FR2) to describe two simultaneous matching conditions. For example, (3, 0.03; 5, 0.002) requires
two matches, with thefirst usinga 3 x 3 SE and with amaximum of 3 percent outliers, and the second usinga’ x 5
SE and a maximum of 0.2 percent outliers.

Each word in the document is successively analyzed for amatch with the representative of an existing class. If a
match isfound, it isadded to thelist of instancesfor that class; otherwise, anew classisformed with the word image
as the representative.

One pass of the unsupervised classifier istypically sufficient. For multiple passes, the full set of wordsis repeat-
edly classified against a set of representatives, and new representatives are formed from the instances accumul ated
in each class. In all iterations, new classes can form if a word matches no existing class, and existing classes can
be removed if no instances are found to match the representative. As each word is selected, either the first (greedy)
match to an existing class representative or the best match can be used. The greedy agorithm is more efficient, but
the best match gives better results and is preferred because either unsupervised classification procedure isrelativel y
fast.

For efficiency, all classrepresentatives are sorted by size, and matches are attempted to asubset differing in width
and height by a small amount (typically 2 pixelsfor 150 ppi images). Further, to optimize matching speed, word-
aligned dilated images of each word and class representative are pre-computed, matches are eval uated between these
subimages, and matches are aborted when the accumulated number of misses exceeds the allowable outlier fraction
in either direction.®
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Figure 4: The representatives for the most frequent words in a three-page document, la-
belled and ordered by the number of occurrences. The equival enceclasseswere
found at 150 ppi, using a non-greedy search, and with matching parameters (3,
0.04; 5, 0.002).




Figure 5: Finding sentences and paragraphs

Figure 4 gives an example of equivalence class representatives for the most frequent words, where al matches
are made for two different sets of (blur, misses) parameters in both directions. Typically, the most common word is
“the”, whichis divided into two classes here, and theword “a” iswithin the set of the ten most common words.

4 Sentence and paragraph identification

It is useful to generate logical information, such as the location of sentences and paragraphs, for the purpose of
constructing a summary. Sentences are found first, and then used, along with other layout information, to locate the
paragraphs. The overview is shownin Figure 5.

4.1 Sentences

Sentences are identified by searching for periods near the baseline of the textlines, and finding the words most
closely associated with the periods. Thisis considerably slower than the previous steps, because connected compo-
nent analysis must be done at a resolution of about 300 ppi. Using a60 MHz Sun Sparcstation 20, sentence labelling
on atypical page takes about 2 seconds.

We have previously discussed how to find baselines in deskewed text,> using horizontal projection profiles for
theimage of each textline. Identification of periodsissomewhat tricky, becauseit is necessary to distinguishaperiod
that ends a sentence from noise pixels near the baseline, commas and semicolons, adot in an elipsis, the lower dot
in acolon, and a dot that ends an intra-sentence abbreviation. We must include periods that are part of question and
exclamation marks. Andit isnecessary to includesingle and/or doublequotesthat follow a period and end a sentence
as components that are within that sentence.

Most of the following tests require decisions based on measured distances. It isimportant to use ascale for these
comparisons that is based on the size of the font being examined, and is independent of the resolution at which the
image is scanned. We choose this scaling parameter to be the measured median height of the bounding boxes of
connected components for the characters in the textblock. Thisistypicaly the “x-height” of the predominant font.

The procedure we use goes through a sequence of steps, attempting at each to determine one of two different
outcomes: (A) the dot ends a sentence or (B) the dot does not end a sentence. Call these A and B type decisions
respectively. In the following, for clarity, each test islabelled by its decision type. Distances are given as a fraction
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Figure 6: Example pageimage (lft) and display of some of theanal ys? s(right). The page
was deskewed, graphics and text in non-conforming font sizes were removed,
the remaining text was segmented down to the word level, and the sentences
were found. The first word in each sentence is highlighted.




of the x-height, or in pixelsat 300 ppi.

Thefirst step isto order the connected component bounding boxes from left to right within each textline. Con-
nected componentswith either dimension smaller than 3 pixelsareignored. To past thefirst tests, the component must
be “ period-shaped” and within 2 pixels vertically of the computed baseline. The condition for being period shaped
isthat neither the maximum width nor height exceeds 0.4 (of the x-height) and the difference between the height and
width does not exceed 0.12 (of the x-height). (B): if the® dot” istoo small (e.g., pixel noise), or if it doesn’t have an
allowable shape or proximity to the baseline, ignoreit.

If the dot passesthese tests, check for an dlipsis. (B): if the next component isalso a valid dot near the baseline,
thenitisnot a period.

Thedot may bethelower part of acolon. (B): if the previousor following componentisalso a dot, and islocated
directly above the candidate dot at a center-to-center distance that does not exceed the measured x-height, it is part
of a colon and not a period.

The dot may be the lower part of an exclamation or question mark. Check the following component. (A): if a
vertical line through the dot touches this component, and the component is entirely above the dot, then it ends the
sentence.

Thefina test is the most difficult: to differentiate between an intra-sentence abbreviation and a period. First,
check if the left edge of the following component iswithin 0.4 (of the x-height) of the right edge of the component.
(B): if the following component is too close to the dot, and does not originate from the textline below, then the dot
may be part of an intra-sentenceabbreviation, and should beignored. Otherwise, to determineif the next component
starts a new sentence, check its height. If it does not descend below the baseline and extends above the baseline by
a distance near the maximum distance for characters on the textline, then it has the shape and location of a capita
letter. (B): if the next component does not have the shape and location of a capital |etter, the dot should not end the
sentence. Otherwise, (A): the dot is assumed to be a period. Thisfinal test will not miss any true periods, but it will
mis-classify some intra-sentence abbreviations as periods.

Once the periods have been located, the words that end sentences are tagged as those whose bounding box has
aright side closest to each period. All the words in the predominant font have now been put into reading order and
labelled by their location in the document, their equival ence class, and the sentence to which they belong. The text
analysis can now be performed on these tokens, with no reference back to the image except for image composition
for output display.

Figure 6 gives aview of the result of the foregoing processing, on the third page of a scanned document. The
origina imageisontheleft. Ontheright, thetextbl ocksin the predominant font have been segmented and deskewed,
and the location of the sentencesis indicated by by video-inversion of thefirst word in each sentence.

4.2 Paragraphs

There are two primary ways in which paragraphs can be laid out: indentation of thefirst line or extrainterline
spacing. One approach to locating paragraphs is first to determine the layout method and whether the textlines are
left and/or right justified, and then to use thisinformation to decideif each textline, asit appears in sequence, begins
anew paragraph. Thishas adisadvantagein that if extrainterline spacing isused, it may not be possibleto tell if the
first textline of a new textblock begins a new paragraph.



Figure 7: Finding key sentences.

We choose another method here, that usesthe previously located sentences and ignoresthe two layout character-
istics. It isnot sufficient only to locate each sentence whose last word is the right-most word on a textline, because
about ten percent of sentencesthat begin a new textline do not begin a new paragraph. So we use a second criterion:
the last word in the sentence must also have a right-hand edge that is significantly to the left of the right-hand edge
of the right-most word in the textline above. For right-justified text, this fails when the last word reaches the right
margin of the text column, when the textline above is itself a very short paragraph, or when the textline ending the
paragraph isthefirst linein a textblock.

Theresultingfailurerate, dueamost entirely to fal se negatives, isgreater for narrow text columns. Thesefailures
can be reduced by checking layout cues (indentation and/or vertical separation) for new paragraphs. Other layout
information, such as the location of section headers between textbl ocks, can also be used, because al sectionsbegin
with a new paragraph.

5 Selection of summary sentences

Figure 7 illustrates the steps in identifying key summarizing sentences. To create a summary from an imaged
document, information about the word equival ence classes and sentence boundary locationsare used to identify stop-
words. Thesewords are removed from consideration, and simpl e stati stical measures based on the remaining content
words are computed, both over the document and for each sentence in the document. These measures are then used
to select key summary sentences.

In text summarization, the characters composing a word are known, so that words in different fonts and cases
can be compared. However, in imaged text, character identities are unknown and OCR is required to make similar
cross-font comparisons. Our methods are based on high frequency words, without OCR, and we remove text in non-
dominant sized fonts from the equivaence classes. Even if these words had been classified, it is unlikely that they
would have high enough frequency to be selected.

5.1 Stop-word identification

Thefirst step in selecting sentences for presentation as a summary is to eliminate stop words from consideration
astermsinthelist of word equiva ence classes. In text-based systems, afixed, pre-defined list of stop-words, or stop-
list, composed of non-content words such as prepositions, articles, adverbs, and letters of the al phabet is often used.
For an image-based system that does not perform OCR, the stop-words must be identified based on word shape and
the statistics of their occurrence.
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Figure 8: The set of content words, ordered by the number of occurrences. The equiva-

lence classes are found as in Fig. 4 and the stop-words are eliminated using
word width. The keywords are then chosen as a set of the most frequent words
inthislist.

It is evident from Figure 4 that many stop-words are short and of high frequency,” whereas content words tend
to be longer. Of the content words, the most important for a particular document occur with the greatest frequency.
Thus, asimpleapproachisto removeall short wordsthat may be stop-words, and rank the remaining content wordsin
order of decreasing frequency. Figure 8 showsthe equival ence class representatives for the most frequent keywords.
This was derived from Fig. 4 by eliminating all representatives shorter than twice the width of the most common
one (in thiscase, “the”). Thiswill not work when the most common word is“a’, and this situationis eliminated by
requiring that the word width is significantly larger than its height. Although the longer keywords are found, this
approach fails to find some shorter content words. For exampl e, in Figure 4 short content words such as “team”,
“teams’, and “fuel” are eliminated as stop-words.
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Figure 9: Terms in a sample document that are most likely to be stop-words, ordered by
columnswith decreasing likelihood.

Content words tend to occur at the beginning of a sentence, as do some short stop-words. Consequently, when
identifying stop-wordsit isuseful to consider if aword isthefirst content word in a sentence, in additionto itswidth
and frequency. Each term is scored such that longer words appearing at the beginning of a sentence are favored as




content words, as well as words that occur relatively infrequently in the document (see! for details). As before, the
width of aword image is normalized by the estimated width of “the”. The actual width of each word can be used in
finding its score because only text in the predominant font is analyzed, and hence it is unnecessary to normalize the
width by font size.

A score is computed that ranks each equivalence class (term) by the likelihood that it is a stop-word. Figure 9
shows the terms, ordered by decreasing score as stop-words, for an imaged document about a rabbit named Peter.
Note that although the term “Peter” is relatively short, it isin the 11th column of terms, which is mostly composed
of longer terms. The earlier method illustrated in Figure 8 would classify such short terms as stop-words because it
relies on word length alone. Some instances of “Peter” that occur at the end of a sentence can be observed to occur
earlier in the sorted list. The instances fall into different equivalence classes because those at the end of sentences
include the period. These sentence-final instancesrank higher as stop-words because they are unlikely to be thefirst
content word in a sentence, whereas many of the non-sentence-final instances of “Peter” are not preceded by any
content words.

From the list of terms, thefirst D that are most likely to be stop-words are used as the stop-list in sentence and
keyword selection. D isproportional to the length of the document for short documents, because shorter documents
are expected to contain smaller subsetsof all stop-words. For longer documents, D isset to ava ue correspondingto
the number of possible stop-words, incremented by a factor allowing for the splitting of some terms into more than
one equivalenceclass. It isobserved that thevalue of D isnot critical in sentence selection, because a small number
of stop-words erroneously included in the term list used to select sentences do not significantly affect most sentence
SCOres.

5.2 Keyword and sentence selection

With the stop-words removed, the K most frequent words are selected from the list of terms as keywords. In
the case of atie, words with the widest bounding boxes are selected, reflecting the fact that wider words are more
likely to have more characters, and consequently are more likely to be content words. These keywords can then be
used to select the NV highest scoring sentences as summary sentences, where N isoptionally specified by the user. K
should not be chosen independently of V, because the keywords are used to score sentences based on their “thematic
relevance’, and the number of themes that can be reasonably covered in the summary is dependent on the number
of summary sentences.* Thus, & should be chosen as a function of the number of summary sentences N. If K is
chosen to be lessthan NV, then the selected key summary sentences cover a small number of themes, resulting in a
relatively cogent summary. If K ischosen to belarger than NV, then awider number of topicsin the document may
be selected, but at the expense of the summary sentences being less coherent as a group.

Using only the keywords, each sentence is assigned a thematic score based on the occurrences of each keyword
in the sentence, and weighted by the frequency with which each keyword occurs relative to othersin the document.
Figure 10 showsthe thematic sentencesthat were selected from the document from which Figure 8 was derived. Five
sentences were chosen, and four keywords were used.

tUse of width rather than the number of characters can result in selection of words with fewer characters. This is unavoidable without
OCR, becausethe number of characters can differ from the number inferred from connected components, due to broken or merged characters.
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Figure10: N = 5 selected thematic summary sentences.

6 Remarks

We have described a system for selecting sentence extracts to serve as a summary of an imaged document. The
system does not require the use of OCR. In our image-based system, equivalence classes of words are identified by
word image matching, which is far less computationally expensive than OCR. Stop words are identified based on
word features that include the frequency, location, and size of words. The processing to identify phrase and sentence
extracts is performed only on those text image regions that have been identified as being in the dominant font. Sen-
tences are selected for extraction by identifyingasmall number of thematic terms and ranking each sentence based on
the thematic terms contai ned in the sentence, and on the location of the sentence within a paragraph and the document
asawhole.

Theimage-based system is about an order of magnitudefaster than a system that uses OCR onthefull text. How-
ever, errors are introduced in the image-based system at several places. In particular, reading order may beincorrect
due to either page layout ambiguities or the insertion of like-sized but logically unrelated text, such as text inserts
into images, figure captions and footers. These galley errors can cause mutation of sentences.

An advantage in ascii-based systemsis that they can more accurately identify stop words. This problem can be
mitigated in our system by constructing a hybrid system that performs OCR on the representatives of only those
equivalence classes that have sufficient population to qualify as keywords. For alarge document, this might involve
OCR on severa hundred words, which should be an acceptable computational overhead.

Working with text-based systems, Kupiec® has shown that it is useful to use the location of a sentence within a



. HE National Lauwnch Systemn (NLS) pro-
gram is a joint USAF/NASA effort to pro-

duce a heavy lift launch vehicle,

o The NLS
program se¢ks to produce a

liquid rocket engine (Space Trans-
portation Mair Engine, or STME) at low pro-
duction and life-cycle costs without sacrific-
ing reliability.

= The STME is being developed jointly by
the Space Transportation Propulsion Team's
three member companies: the Rocketdyne

Div. of Rockwell Intemational, the Aercjet

ber assembly, fuel turbopump assembly, ox-
idizer turbopump assembly, control system,

and engine hardware.

s For example, fuel
turbopump CDT team members are
drawn from design, development,
stress analysis, aerothermal analysis, hy-
drodynamics, rotordynamics, mechanical
elements, reliability, main-
tainability/operations, sys-
tern safety, quality, ma-
terials  engineering,

and manufacturing.

Propulsion Div. of GenCorp, and Prait &
Whitney of United Technologies.

« The STME is organized into seven prod-

uct development (eams: systems engineering

and integration, engine system, thrust cham-

Figure1l: N = 5 selected indicative summary sentences, using paragraph information.

paragraph and the document as a whole when determining the relevance score for that sentence. The selected sen-
tences are referred to as indicative, in contrast with the thematic sentences found by ignoring the sentence location.
We have done preliminary work to generate indicative sentence summaries by combining the thematic sentence in-
formation with information about the sentence location. Sentencesthat occur earlier in aparagraph, or in aparagraph
that occurs earlier in the document, are given agreater score for indicative sentences.

Anexampleresultisshownin Figure 11, for the same document used to generate the thematic summary sentences
shown in Figure 10. We are currently examining ways to produce summaries that are both indicative and thematic.

Inadditiontoidentifyingasmall set of key summarizing sentences, other typesof information can be combined to
formasummary. Textinfont sizessignificantly larger than the predominant font are often headingsthat can be used to
create atable of contents. Large text at the beginning can be inferred to be atitle. Captions can often be distinguished
by afont size different from that of the predominant font and by location. An abstract may be identified based on use
of asmaller font size, and/or its location as a prominently featured textblock at the beginning of the document. If
found, an abstract can be presented as part of the summary.

A small number of multi-word phrases composed of content words can be identified from the document for pre-
sentation as keyphrases, as part of asummary. Like the keyword list, these phrases can indicate the range of topics
covered in a document, complementing the summary sentences. Finally, it may be useful to include reduced images
of selected figures or pages. For example, atitlein 14 pt font on thefirst page of adocument islegible when printed
at 3x reduction.
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