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ABSTRACT 
A system for selecting excerpts directly from imaged text 

without performing optical character recognition is descri- 
bed. The images are segmented to find text regions, text lines 
and words, and sentence and paragraph boundaries are iden- 
tified. A set of word equivalence classes is computed based 
on the rank blur hit-miss transform. This information is used 
to identify stop words and keywords. Sentences for presen- 
tation as part of a summary are then selected based on key- 
words and on the location of the sentences. 

Figure 1 outlines the steps in performing text image sum- 
marization. In the next two sections, we describe the image 
processing and summary image selection techniques used to 
create a summary. Word images are grouped into equiva- 
lence classes based on shape similarity, which can be per- 
formed much more quickly than OCR. Stop words are iden- 
tified based on statistical characteristics of the word equiv- 
alence classes in each document. The location of sentence 
and paragraph boundaries are used, along with statistical in- 
formationon the words, to generate summary scores for each 
sentence. 

1. INTRODUCTION 
2. IMAGE PROCESSING 

There exist no efficient techniques that use analysis and gen- 
eration of natural language for creating computer-generated 
summaries of ascii text. Instead, practical summarization 
methods use selection and extraction of sentences [8 ,5 ,  6, 
91. Summaries of imaged documents have been created, us- 
ing such text-based methods, by applying optical character 
recognition (OCR) to the images as a preprocessing step to 
generate an ascii text representation. However, OCRis com- 
putationally expensive, visually error-prone and, for’appli- 
cations where a quick summary is appropriate, it may be un- 
necessary. 

In contrast to these text-based techniques, we propose a 
method for automatically creating a summary from an im- 
aged document withoutrecognitionof the characters in each 
word. Our system for summarization does not rely on lan- 
guage analysis or generation, and in thisrespect follows work 
by others on ascii text [6,5]. In this approach, a few short 
passages, or excerpts, are extracted from an imaged docu- 
ment for presentation as a “ s m a r y ”  of the document. Ad- 
ditionally, imaged documents have more information, such 
as font size, placement of text, and included images, than is 
available in plain text documents. Some of this information 
can be used to identify headers and create a table of contents 
for the document. Only text regions composed of the dom- 
inant font size, for which enough samples are present, are 
considered for sentence extraction. Sentences are selected 
for extraction based on frequency statistics of their words. 
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To identify a set of summarizing excerpts, both layout 
and logical information is extracted from the document. Im- 
age segmentation is performed in a top-down fashion, and 
the primary steps are shown in Figure 2. Each image is de- 
skewed and all halftones and other “image” parts are remov- 
ed [ 11, leaving text and line graphics. Larger groupings, such 
as textblocks and graphic blocks are then coalesced, using a 
morphological closing operation to join components within 
such regions. In this process, care must be taken to avoid 
joining adjacent columns. This is done by subtracting from 
the closed image a mask that is made from the vertical whites- 
pace by inverting the original image and opening with a large 
vertical structuring element. 

Dominant font textblocks and words 
To separate textblocks from graphics regions, morpho- 

logical operations are performed to identify textlines. For 
each region, a horizontal morphological closing is used to 
join characters in the underlying image, solidifying any text- 
lines that may exist, and then the statistics of the resulting 
components are analyzed. The key scaling factors are the 
median width and height. If the width-to-height ratio is suf- 
ficiently large, and if the median width is a significant f r a ~  
tion of the region width, then the region is assumed to be a 
textblock. 

Textblocks are classified into two sets, depending on how 
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Figure 1: Text image summarization system. 
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Figure 2 Segmentation for summarization system. 
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close the median font size and line spacing are to the m e  
dian of the entire document. Textblocks whose median size 
and spacing are within about 15 percent of the document me- 
dians are deemed to conform to the dominant font; others 
are segregated. Headers and other important information are 
typically found in the latter set, with relatively large font 
sizes. 

The conforming textblocks are next analyzed for read- 
ing order. The general difficulty is that top-to-bottom and 
left-to-right compete for priority in a complicated and non- 
standardized way. We model the competition both by us- 
ing a hierarchical top-to-bottom decomposition and by dis- 
tinguishing between regions that have either horizontal? ver- 
tical or no overlap. Details can be found elsewhere [3 ] .  

The textlines are located using a morphological closing 
with a horizontal structuring element that is sufficiently large 
to connect all parts of each textline into a single connected 
component. Then each of the textline images is segmented 
into words, again using a horizontal morphological closing 
to merge characters within each word. This is done conser- 
vatively, and is followed by a second merging step using 
bounding boxes of the resulting components [3] .  

Sentences 
Sentences and paragraphs are found from text in the dom- 

inant font. Sentences are identified by searching for periods 
near the baseline of the textlines, and finding the words most 
closely associated with the periods. We use a set of tests 
based on measured distances. It is important to use a scale 
for these comparisons that is based on the size of the font be- 
ing examined, and is independent of the resolution at which 
the image is scanned. We choose this scaling parameter to be 
the measured median height of the bounding boxes of con- 
nected components for the characters in the textblock. This 
is typically the "x-height" of the predominant font. 

Identification of periods is somewhat tricky, because it is 
necessary to distinguish a period that ends a sentence from 
noise pixels near the baseline, commas and semicolons, a 
dot in an ellipsis, the lower dot in a colon, and a dot that 
ends an intra-sentence abbreviation. We must include peri- 

ods that are part of question and exclamation marks. And for 
full sentence identification? it is necessary to include punctu- 
ation? such as quotes and parentheses that may follow a pe- 
riod? as part of the sentence. 

Components are identified that are "period-shaped" and 
within4 pixels vertically of the computed baseline. The con- 
dition for being period shaped is that neither the maximum 
width nor height exceeds 0.4 (of the x-height) and the dif- 
ference between the height and width does not exceed 0.12 
(of the x-height). If the dot passes these tests, we check if 
it forms part of an ellipsis, colon, exclamation or question 
mark by examining nearby component shapes and locations. 

The final test is the most difficult: to differentiate be- 
tween an intra-sentence abbreviation and a period. We k s t  
check if the left edge of the following component is farther 
than 0.4 (of the x-height) from the right edge of the compo- 
nent. Otherwise, to determine if the next component starts a 
new sentence, check its height. If it does not descend b e  
low the baseline and extends above the baseline by a dis- 
tance approximating the maximum distance for characters 
on the textline, then it has the shape and location of a cap- 
ital letter. This final test will not m i s s  any true periods, but 
it will mis-classify some intra-sentence abbreviations as p e  
riods. Once the periods have been located, each word whose 
bounding box has a right side closest to a period is tagged as 
a sentenceending word. 

Paragraphs 
There are two primary ways in which paragraphs can be 

laid out: indentation of the first line and extra inter-line spac- 
ing. We presently use indentation and ignore the latter, be- 
cause inter-line spacing is rarely used for paragraphs but is 
often used typographically to set aside special text, such as 
equations. Nevertheless, our method will find most new para- 
graphs even if indentation is not used. 

Paragraphs are identified at the granularity of sentences. 
A sentence starts a new paragraph if (1) it starts a new textline 
and either (2a) the previous textlineis not flushright with the 
textline before it, or (2b) the new textline is indented to the 
right with respect to the previous textline. In the event that 
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the new textline starts a new text column, (2b) is amended 
to check indentation with respect to the following textline 
rather than the previous one. This method fails in the rare 
situation where indentation is not used with paragraphs and 
the previous paragraph ends flush right, so that the only in- 
dication of a new paragraph is the extra inter-line spacing. 
We do not use other layout information, such as the location 
of section headers between textblocks, to reduce the number 
of missed paragraph beginnings. 

At this point the segmentation phase is complete. All the 
words in the predominant font have now been put into read- 
ing order and labeled by their location in the document, as 
well as the sentence and paragraph to which they belong. 

Equivalence classes 
An unsupervised classifier is used to place each word in 

the dominant font into one of a set of equivalence classes. 
The classifier compares word images using either a rank blur 
hit-miss transform [2] or a similar rank version of the Haus- 
dorff metric [7]. Rank versions of pattern matchings are r e  
quired to allow some outlier pixels in the word matches. This 
prevents a small amount of random image noise from invali- 
dating the match and putting instances of the same word into 
different classes. In these rank comparisons, the maximum 
number of outlier pixels allowed is taken to be a fraction of 
the word image area. From the number of instances in each 
word equivalence class, word frequencies can be estimated. 

It is important that classes are not often split, and to that 
end a small number of words that are assigned to the wrong 
class can be tolerated. To reduce class splitting, each word 
can be analyzed for terminal punctuation, such as a comma, 
period or hyphen. If a comma or period is attached to the 
word, it should be removed for the matching process. If a 
word terminates in a hyphen, it can be assigned to a special 
class and ignored in later statistical analysis. 

A particular difficulty with this approach is that the opti- 
mum parameters (blur size, fraction of allowable outlier pix- 
els) are different for matching small and large words. Sup- 
pose that a fraction of the pixel outliers, relative to the image 
area, are permitted in order to compensate for image varia- 
tions and misalignment between images of the same word. If 
the outlier fraction is made sufficiently large to avoid split- 
ting classes for short words, then the number of outlier pix- 
els allowed for long words may permit matching of some 
words that are otherwise well-aligned but differ by a charm 
ter. Thus, we optimally should reduce the fraction of outlier 
pixels allowed for larger words. Another way to achieve this 
effect is to perform a second matching, using a larger struc- 
turing element for the blur and a much tighter threshold on 
the number of outliers. This second match has littleeffect on 
the matching of small words, but acts to prevent matching 
images of large words that are different. The two matches 
must both be valid for a word image to be placed in an ex- 

isting class. 
In the classification process, each word in the document 

is successively analyzed for a match with the representative 
of an existing class. If a match is found, it is added to the list 
of instances for that class; otherwise, a new class is formed 
with the word image as the class representative. 

One pass of the unsupervised classifier is typically suf- 
ficient. For each word encountered, the best match against 
an existing class representative is used. A greedy algorithm 
is more efficient, but the best match gives better results and 
is preferred because both unsupervised classification proce- 
dures are relatively fast. 

A number of steps can be taken to increase the efficiency 
of the classification process. First, all class representatives 
are sorted by size, and matches are attempted to a subset dif- 
fering in width and height by a small amount (typically 3 
pixels for 150 ppi images). Second, to optimize matching 
speed, word-aligned dilated images of each word and class 
representative are precomputed, matches are evaluated be- 
tween these subimages, and matches are aborted when the 
accumulated number of misses exceeds the allowable outlier 
fraction in either direction [2]. Third, the number of word 
classes can be capped at a maximum value, beyond which 
any words not matching an existing template are placed in 
a class that has no weight in later scoring. With this maxi- 
mum, the classification time increases linearly with the doc- 
ument size; otherwise, the number of classes has an asymp- 
totic growth that is linear in the document size. Capping the 
number of word classes is a reasonable constraint for this 
application, where most of the important words can be ex- 
pected to occur early in the document. 

From here on, the text analysis can be performed on these 
tokens, withno reference back to the image except for image 
composition for output display. 

3. SUMMARY EXCERPT SELECTION 

Summary sentences are extracted using algorithms based 
only on statistical characterizations of words in a document, 
without regard to possible meanings of the words. In con- 
trast to some of the text-based summarization approaches d e  
scribed in [6, 91, which require auxiliary corpus informa- 
tion, only the information within a document is used to con- 
struct a summary. This is crucial in image summarization 
based on the use of equivalence classes, both for speed and 
because words in different documents are typically in dif- 
ferent fonts, preventing simple decisions across documents 
based on comparing bitmaps. 

Stop words 
Words that are not content words (commonly called stop 

words) are first identified. Word frequencies, word locations, 
and word image widths are used to rank equivalence classes 
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as to their likelihood of being a stop word. Generally, a word 
is more likely to be a stop word if it has highfrequency, small 
width, and is rarely the first word in a sentence. The list of 
stop words is chosen by selecting the N highest rank- 
ing words, where N is dependent on document length and 
other characteristics of the document [4]. Then, a small set 
of high frequency words that are not stop words are chosen 
as keywords. All other non-stop words are considered to be 
content words. 

Summary sentences 
Each sentence is scored based on a number of features: 

(1) the number of keywords contained in the sentence and 
the number of times each of these keywords occurs in the 
document, (2) the location of the sentence in the document, 
and (3) the location of the sentence within the containingpar- 
agraph. Sentences that contain at least one keyword are re- 
ferred to as “thematic” sentences. The feature scores are d e  
rived from training data and represent the probability of a 
particular feature occurring conditioned on the sentence be- 
ing a summary sentence [5].  Each of the three criteriais treat- 
ed as independent, and the final score of each sentence is 
generated from the individual scores, in this case by taking 
their product. 

The number of sentences to be selected for a summary is 
specified by the user. Then, the set of sentence excerpts can 
be composed to form one or more summary images. Infor- 
mal evaluation of the selected summary sentences indicates 
that this imagebased method produces “indicative” types of 
summaries [8]. 

A sample excerpt of five sentences from a six-page imaged 
document is shown in Figure 3. The lines of text correspond- 
ing to the selected sentences are extracted from the imaged 
document and have not been reformatted to a standard line 
width. A bullet precedes each selected sentence to encour- 
age the reader to think of each sentence as a separate high- 
light. The selected sentences are presented in order in which 
they occur in the document, rather than by score, for better 
readability. The first sentence has no keywords, but was se- 
lected primarily because of its location. The last four sen- 
tences are thematic, and additionally, they all either begin or 
end a paragraph. 
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